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Results

ÅAim at RGB-D SLAM for object scanning.
ÅInput: An RGB-D stream.
ÅOutput: foreground masks and camera 

poses of the extracted keyframes.
ÅUse silhouettes to improve pose estimation.
ÅSilhouettes are difficult to obtain in practice. 

Make it practical by generating silhouettes on-
the-fly.

Motivation

Variables

System Overview

Formulation

A binary foreground mask.

ÅOptimize w.r.t.     by Gauss-Newton Method.

A local-to-world camera pose.

Two GMM color models.

For each view i, we optimize:

Five Sub-energies: Detailed definitions:

: Pixels with depths in view iÅOptimize w.r.t.        by Multiview Graph Cut.
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Silhouettes

KinFuTracker

Multiview Graph Cut
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